I nt ernet Engi neering Task Force (I ETF) C. Perkins, Ed.

Request for Comments: 6275 Tel | abs, Inc.
bsol etes: 3775 D. Johnson
Cat egory: Standards Track Rice University
| SSN: 2070-1721 J. Arkko
Eri csson

July 2011

Mobility Support in | Pv6e
Abstract

Thi s docunent specifies Mbile | Pv6, a protocol that allows nodes to
remai n reachable while noving around in the IPv6 Internet. Each
nobil e node is always identified by its hone address, regardl ess of
its current point of attachnent to the Internet. Wile situated away
fromits home, a nobile node is al so associated with a care-of
address, which provides information about the nobile node' s current

| ocation. |Pv6 packets addressed to a nobile node’'s honme address are
transparently routed to its care-of address. The protocol enables

| Pv6 nodes to cache the binding of a nobile node’s hone address with
its care-of address, and to then send any packets destined for the
nobil e node directly to it at this care-of address. To support this
operation, Mbile |IPv6 defines a new | Pv6 protocol and a new
destination option. Al IPv6 nodes, whether nobile or stationary,
can conmmuni cate with nobile nodes. This docunent obsol etes RFC 3775.

Status of This Meno
This is an Internet Standards Track docunent.

This docunment is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtai ned at
http://ww. rfc-editor.org/info/rfc6275
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1

I ntroduction

Thi s docunent specifies a protocol that allows nodes to renmain
reachabl e while nmoving around in the I1Pv6 Internet. Wthout specific
support for nobility in IPv6 [6], packets destined to a nobile node
woul d not be able to reach it while the nobile node is away fromits
hone Iink. In order to continue comunication in spite of its
nmovenent, a nobil e node could change its I P address each tinme it
noves to a new link, but the nobile node would then not be able to
mai ntain transport and hi gher-1layer connections when it changes

|l ocation. Mobility support in IPv6 is particularly inportant, as
nobi | e conputers are likely to account for a najority or at |least a
substantial fraction of the population of the Internet during the
lifetime of |Pv6.

The protocol defined in this docunment, known as Mbile I Pv6, allows a
nmobi | e node to nove fromone link to another w thout changing the
nobi | e node’ s "hone address". Packets nay be routed to the nobile
node using this address regardl ess of the nobile node’'s current point
of attachnent to the Internet. The nobile node may al so continue to
communi cate with other nodes (stationary or nobile) after noving to a
new | ink. The novenent of a nobile node away fromits hone link is
thus transparent to transport and hi gher-1layer protocols and
applications.

The Mobile I Pv6 protocol is just as suitable for nobility across
honbgeneous nedia as for nobility across heterogeneous nedia. For
exanple, Mbile |IPv6 facilitates node novenent from one Ethernet
segnment to another as well as it facilitates node novenent from an
Et hernet segnment to a wireless LAN cell, with the nobile node's IP
address renmi ni ng unchanged in spite of such novenent.

One can think of the Mbile | Pv6 protocol as solving the network-
| ayer nobility nanagenment problem Sone nobility managenent

applications -- for exanple, handover among w rel ess transceivers,
each of which covers only a very small geographic area -- have been
sol ved using link-1ayer techniques. For exanple, in many current

wi rel ess LAN products, link-layer nobility mechanisns all ow a

"handover" of a nobile node fromone cell to another, re-establishing
Iink-layer connectivity to the node in each new | ocation

Mobil e | Pv6 does not attenpt to solve all general problens related to
the use of nobile conputers or wireless networks. In particular
this protocol does not attenpt to solve

o0 Handling links with unidirectional connectivity or partia
reachability, such as the hidden ternmi nal problemwhere a host is
hi dden fromonly sone of the routers on the link
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0 Access control on a link being visited by a nobil e node.

0o Local or hierarchical fornms of nobility management (similar to
many current |ink-layer nobility managenent sol utions).

0 Assistance for adaptive applications.
o Mbile routers.
0 Service discovery.

o Distinguishing between packets |lost due to bit errors versus
net wor k congesti on

Thi s docunent obsol etes RFC 3775. |Issues with the original docunent
have been observed during the integration, testing, and depl oynent of
RFC 3775. A nore detailed list of the changes since RFC 3775 may be
found in Appendix B

2. Conparison with Mobile IP for |Pv4

The design of Mbile IP support in IPv6 (Mbile I Pv6) benefits both
fromthe experiences gained fromthe devel opment of Mbile |IP support
in |IPvd (Mobile IPvd4) [32] [25] [26], and fromthe opportunities
provided by IPv6. Mobile IPv6 thus shares many features with Mbile
| Pv4, but is integrated into | Pv6 and of fers nany other inprovenents.
This section summarizes the major differences between Mbile |IPv4 and
Mobi |l e | Pv6:

o0 There is no need to deploy special routers as "foreign agents", as
in Mobile IPv4. NMbbile | Pv6 operates in any | ocation w thout any
speci al support required fromthe local router

0 Support for route optinmization is a fundanental part of the
protocol, rather than a nonstandard set of extensions.

o Mobile IPv6 route optinization can operate securely even w thout
pre-arranged security associations. |t is expected that route
optinization can be depl oyed on a gl obal scale between all nobile
nodes and correspondent nodes.

0 Support is also integrated into Mobile IPv6 for allow ng route
optimization to coexist efficiently with routers that perform
"ingress filtering" [27].

o The I Pv6 Nei ghbor Unreachability Detection ensures symretric

reachability between the nobile node and its default router in the
current |ocation
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3.

3.

0 Mbst packets sent to a nobile node while away from hone in Mbile
| Pv6 are sent using an | Pv6 routing header rather than IP
encapsul ation, reducing the anmount of resulting overhead conpared
to Mbile | Pv4.

o Mobile IPv6 is decoupled fromany particular link layer, as it
uses | Pv6 Nei ghbor Discovery [18] instead of the Address
Resol ution Protocol (ARP). This also inproves the robustness of
t he protocol

o The use of IPv6 encapsul ation (and the routing header) renoves the
need in Mbile IPv6 to nanage "tunnel soft state"

0 The dynami ¢ hone agent address di scovery mechanismin Mbile | Pv6
returns a single reply to the nobile node. The directed broadcast
approach used in IPv4 returns separate replies fromeach hone
agent .

Ter m nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [2].

Ceneral Terns

I P

Internet Protocol Version 6 (IPv6).
node

A device that inplements IP
rout er

A node that forwards | P packets not explicitly addressed to
itself.

uni cast rout abl e address

An identifier for a single interface such that a packet sent to it
from another | Pv6 subnet is delivered to the interface identified
by that address. Accordingly, a unicast routable address nust be
either a global |1Pv6 address or a unique |ocal |Pv6 address.
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host
Any node that is not a router
l'i nk
A communi cation facility or nmedi um over which nodes can
communi cate at the link layer, such as an Ethernet (sinple or
bridged). A link is the layer imediately below IP
interface
A node’s attachment to a link.

subnet prefix

A bit string that consists of sone nunber of initial bits of an IP
addr ess.

interface identifier
A nunber used to identify a node’'s interface on a link. The
interface identifier is the remaining | oworder bits in the node’s
| P address after the subnet prefix.

i nk-1ayer address

A link-layer identifier for an interface, such as | EEE 802
addresses on Ethernet [inks.

packet
An | P header plus payl oad.

security association
An | Psec security association is a cooperative relationship forned
by the sharing of cryptographic keying nmaterial and associ ated
context. Security associations are sinplex. That is, two
security associations are needed to protect bidirectional traffic
bet ween two nodes, one for each direction

security policy database

A dat abase that specifies what security services are to be offered
to I P packets and in what fashion.

Perkins, et al. St andards Track [ Page 10]



RFC 6275 Mobi lity Support in |Pve July 2011

destination option

Destination options are carried by the | Pv6 Destination Options
ext ensi on header. Destination options include optiona

i nformati on that need be exanmi ned only by the I Pv6 node given as
the destination address in the | Pv6 header, not by routers in
between. Mbile |Pv6 defines one new destination option, the Home
Address destination option (see Section 6.3).

routi ng header

A routing header may be present as an | Pv6 header extension, and
i ndi cates that the payload has to be delivered to a destination
| Pv6 address in sone way that is different fromwhat would be
carried out by standard Internet routing. In this docunent, use
of the term"routing header" typically refers to use of a type 2
routi ng header, as specified in Section 6.4.

"|" (concatenation)

Some forrmulas in this specification use the synbol "|" to indicate
byt ewi se concatenation, as in A | B. This concatenation requires
that all of the octets of the datum A appear first in the result,
followed by all of the octets of the datum B.

First (size, input)

Some forrmulas in this specification use a functional form"First
(size, input)" to indicate truncation of the "input" data so that
only the first "size" bits remain to be used.

3. 2. Mobile | Pv6 Ternms

These terns are intended to be conpatible with the definitions given
in RFC 3753 [40]. However, if there is any conflict, the definitions
gi ven here should be considered to supersede those in RFC 3753.

hone address

A uni cast routabl e address assigned to a nobile node, used as the
per manent address of the nobile node. This address is within the
nobi |l e node’s hone link. Standard |IP routing nechanisns will
deliver packets destined for a nobile node’s hone address to its
hone Iink. Mbbile nodes can have multiple hone addresses, for

i nstance, when there are nultiple home prefixes on the honme |ink
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hone subnet prefix

The |1 P subnet prefix corresponding to a nobile node’s home
addr ess.

horme |i nk
The Iink on which a nobile node’s honme subnet prefix is defined.
nmobi | e node

A node that can change its point of attachnment fromone link to
another, while still being reachable via its hone address.

novenent
A change in a nobile node’s point of attachment to the Internet
such that it is no longer connected to the sane link as it was
previously. |If a nobile node is not currently attached to its
home link, the nobile node is said to be "away from hone".

Layer 2 (L2) handover
A process by which the nobile node changes from one |ink-1Iayer
connection to another. For exanple, a change of wirel ess access
point is an L2 handover.

Layer 3 (L3) handover
Subsequent to an L2 handover, a nobile node detects a change in an
on-link subnet prefix that would require a change in the prinary
care-of address. For exanple, a change of access router
subsequent to a change of wireless access point typically results
in an L3 handover.

correspondent node

A peer node with which a nobile node is conmunicating. The
correspondent node may be either nobile or stationary.

forei gn subnet prefix

Any | P subnet prefix other than the nobile node’s hone subnet
prefix.
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foreign link
Any link other than the nobile node’s hone |ink
care-of address

A uni cast routabl e address associated with a nobile node while
visiting a foreign link; the subnet prefix of this |IP address is a
foreign subnet prefix. Anong the nultiple care-of addresses that
a mobil e node may have at any given tine (e.g., with different
subnet prefixes), the one registered with the nobile node’ s home
agent for a given hone address is called its "primary" care-of

addr ess.

hone agent
A router on a nobile node’s home link with which the nobile node
has registered its current care-of address. Wile the nobile node
is away from hone, the hone agent intercepts packets on the hone
link destined to the nobile node’'s hone address, encapsul ates
them and tunnels themto the nobile node's regi stered care- of
addr ess.

bi ndi ng
The association of the hone address of a nobile node with a
care-of address for that nobile node, along with the remaining
lifetime of that association

regi stration
The process during which a nobile node sends a Binding Update to
its home agent or a correspondent node, causing a binding for the
nmobi | e node to be registered.

nmobi l ity nmessage
A nessage containing a Mbility Header (see Section 6.1).

bi ndi ng aut hori zati on
Correspondent registration needs to be authorized to allow the

reci pient to believe that the sender has the right to specify a
new bi ndi ng.
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return routability procedure

The return routability procedure authorizes registrations by the
use of a cryptographic token exchange.

correspondent registration

A return routability procedure followed by a registration, run
bet ween the nobil e node and a correspondent node.

hone registration

A registration between the nobile node and its hone agent,
aut hori zed by the use of |Psec.

nonce
Nonces are random nunbers used internally by the correspondent
node in the creation of keygen tokens related to the return
routability procedure. The nonces are not specific to a nobile
node, and are kept secret within the correspondent node.

nonce i ndex
A nonce index is used to indicate which nonces have been used when
creating keygen token val ues, without revealing the nonces
t henmsel ves

cooki e
A cookie is a random nunber used by a nobile node to prevent
spoofing by a bogus correspondent node in the return routability
procedur e.

care-of init cookie

A cookie sent to the correspondent node in the Care-of Test Init
nmessage, to be returned in the Care-of Test nessage.

honme init cookie

A cookie sent to the correspondent node in the Hone Test Init
message, to be returned in the Hone Test nessage.
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keygen token

A keygen token is a nunber supplied by a correspondent node in the
return routability procedure to enable the nobile node to conpute
t he necessary bi ndi ng managenent key for authorizing a Binding
Updat e.

care-of keygen token

A keygen token sent by the correspondent node in the Care-of Test
nessage.

hone keygen token

A keygen token sent by the correspondent node in the Home Test
message

bi ndi ng managenent key (Kb

A bi ndi ng managenent key (Kbm is a key used for authorizing a

bi ndi ng cache managenent nessage (e.dg., Binding Update or Binding
Acknowl edgenent). Return routability provides a way to create a
bi ndi ng managenent key.

4, Overview of Mbile I Pv6
4.1. Basic Qperation

A nobil e node is always expected to be addressable at its hone
address, whether it is currently attached to its hone Iink or is away
fromhone. The "hone address" is an | P address assigned to the
nobil e node within its home subnet prefix on its hone link. Wile a
nmobi |l e node is at hone, packets addressed to its honme address are
routed to the nobile node’s hone |ink, using conventional |nternet
routing mechani smns.

While a nobile node is attached to sone foreign |ink away from hone,
it is also addressable at one or nore care-of addresses. A care-of
address is an | P address associated with a nobile node that has the
subnet prefix of a particular foreign |ink. The nobile node can
acquire its care-of address through conventional |1Pv6 nechani sns,
such as stateless or stateful auto-configuration. As long as the
nmobi | e node stays in this |ocation, packets addressed to this care-of
address will be routed to the nobile node. The nobile node may al so
accept packets from several care-of addresses, such as when it is
nmovi ng but still reachable at the previous |ink
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The associ ation between a nobil e node’s home address and car e- of
address is known as a "binding" for the nobile node. While away from
hone, a nmobile node registers its primary care-of address with a
router on its home link, requesting this router to function as the
"home agent” for the nobile node. The nobile node perforns this

bi ndi ng registration by sending a "Bindi ng Update" nessage to the
hone agent. The hone agent replies to the nobile node by returning a
"Bi ndi ng Acknowl edgenment"” nessage. The operation of the nobile node
is specified in Section 11, and the operation of the home agent is
specified in Section 10.

Any node conmunicating with a nobile node is referred to in this
docunent as a "correspondent node" of the nobile node, and nay itself
be either a stationary node or a nobile node. Modbile nodes can
provide information about their current location to correspondent
nodes. This happens through the correspondent registration. As a
part of this procedure, a return routability test is performed in
order to authorize the establishnent of the binding. The operation
of the correspondent node is specified in Section 9.

There are two possi bl e nodes for conmuni cati ons between the nobile
node and a correspondent node. The first node, bidirectiona
tunnel i ng, does not require Mobile I Pv6 support fromthe
correspondent node and is available even if the nobile node has not
registered its current binding with the correspondent node. Packets
fromthe correspondent node are routed to the home agent and then
tunnel ed to the nobile node. Packets to the correspondent node are
tunnel ed fromthe nobile node to the hone agent ("reverse tunnel ed")
and then routed normally fromthe home network to the correspondent
node. In this node, the honme agent uses proxy Nei ghbor Discovery to
i ntercept any | Pv6 packets addressed to the nobile node's home
address (or hone addresses) on the honme link. Each intercepted
packet is tunneled to the nobile node’'s primary care-of address.
This tunneling is perforned using | Pv6 encapsulation [7].

The second npde, "route optinization", requires the nobile node to
register its current binding at the correspondent node. Packets from
t he correspondent node can be routed directly to the care-of address
of the nobile node. Wen sending a packet to any | Pv6 destination
the correspondent node checks its cached bindings for an entry for

t he packet’s destination address. |If a cached binding for this
destination address is found, the node uses a new type of |Pv6
routi ng header [6] (see Section 6.4) to route the packet to the
nmobi | e node by way of the care-of address indicated in this binding.
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Routing packets directly to the nobile node's care-of address all ows
the shortest comunications path to be used. It also elininates
congestion at the nobile node’s hone agent and honme link. In
addition, the inpact of tenporary failures of the honme agent or
networks on the path to or fromthe honme agent is reduced.

When routing packets directly to the nobil e node, the correspondent
node sets the Destination Address in the | Pv6 header to the care-of
address of the nobile node. A new type of IPv6 routing header (see
Section 6.4) is also added to the packet to carry the desired hone
address. Sinmilarly, the nobile node sets the Source Address in the
packet’s | Pv6 header to its current care-of addresses. The nobile
node adds a new | Pv6 "Hone Address" destination option (see

Section 6.3) to carry its home address. The inclusion of hone
addresses in these packets nmakes the use of the care-of address
transparent above the network layer (e.g., at the transport |ayer).

Mobile | Pv6 al so provides support for nultiple hone agents, and a
limted support for the reconfiguration of the hone network. In

t hese cases, the nobile node may not know the I P address of its own
home agent, and even the hone subnet prefixes may change over tine.

A mechani sm known as "dynam ¢ hone agent address discovery" allows a
nmobi | e node to dynamically discover the | P address of a honme agent on
its hone link, even when the nobile node is away from hone. Mbbhile
nodes can also | earn new i nformati on about hone subnet prefixes

t hrough the "nobile prefix discovery" nmechanism These mechani sms
are described starting in Section 6.5.

This docunment is witten under the assunption that the nobile node is
configured with the hone prefix for the nobile node to be able to

di scover a hone agent and configure a hone address. This mght be
limting in deploynments where the hone agent and the hone address for
the nobil e node need to be assigned dynamically. Additiona
mechani sms have been specified for the nobile node to dynamically
configure a hone agent, a hone address, and the hone prefix. These
mechani sns are described in "Mbile | Pv6 Bootstrapping in Split
Scenari 0" [22] and "M P6-bootstrapping for the Integrated Scenario"
[36].

4.2. New I Pv6 Protoco
Mobile | Pv6 defines a new | Pv6 protocol, using the Mbility Header
(see Section 6.1). This header is used to carry the follow ng
nessages:

Home Test Init

Honme Test

Perkins, et al. St andards Track [ Page 17]



RFC 6275 Mobi lity Support in |Pve July 2011

4. 3.

Per

Care-of Test Init
Car e- of Test

These four nessages are used to performthe return routability
procedure fromthe nobile node to a correspondent node. This
ensures authorization of subsequent Bi ndi ng Updates, as descri bed
in Section 5.2.5.

Bi ndi ng Updat e

A Binding Update is used by a nobile node to notify a
correspondent node or the nobile node’s hone agent of its current
bi ndi ng. The Binding Update sent to the nobile node’s honme agent

to register its primary care-of address is marked as a "hone
regi stration".

Bi ndi ng Acknow edgenent

A Bi ndi ng Acknow edgenent is used to acknow edge receipt of a

Bi ndi ng Update, if an acknow edgenment was requested in the Binding
Update (e.g., the Binding Update was sent to a hone agent), or an
error occurred.

Bi ndi ng Refresh Request

A Bi ndi ng Refresh Request is used by a correspondent node to
request that a nobile node re-establish its binding with the
correspondent node. This message is typically used when the
cached binding is in active use but the binding's lifetine is
close to expiration. The correspondent node may use, for

i nstance, recent traffic and open transport |ayer connections as
an indication of active use.

Bi ndi ng Error

The Binding Error is used by the correspondent node to signal an
error related to nobility, such as an inappropriate attenpt to use
t he Honme Address destination option wthout an existing binding.
The Binding Error nmessage is also used by the hone agent to signa
an error to the nobile node, if it receives an unrecogni zed

Mobi lity Header Message Type fromthe nobil e node.

New | Pv6 Destination Option
Mobile | Pv6 defines a new | Pv6 destination option, the Honme Address
destination option. This option is described in detail in
Section 6. 3.
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4.4,

4.5.

Per

New | Pv6 | CMP Messages

Mobile I Pv6 al so introduces four new | CMP nessage types, two for use
in the dynani c honme agent address di scovery nechanism and two for
renunberi ng and nobil e configuration mechani sms. As described in
Sections 10.5 and 11.4.1, the followi ng two new | CMP nessage types
are used for home agent address discovery:

0 Home Agent Address Di scovery Request, described in Section 6.5.
0 Home Agent Address Discovery Reply, described in Section 6.6.
The next two nessage types are used for network renunbering and
address configuration on the nobile node, as described in

Section 10. 6:

o Mobile Prefix Solicitation, described in Section 6.7.

o Mbile Prefix Advertisenent, described in Section 6.8.

Conceptual Data Structure Term nol ogy

Thi s docunent describes the Mbile IPv6 protocol in terns of the
foll owi ng conceptual data structures

Bi ndi ng Cache

A cache of bindings for other nodes. This cache is maintained by
hone agents and correspondent nodes. The cache contains both
"correspondent registration" entries (see Section 9.1) and "hone
registration" entries (see Section 10.1).

Bi ndi ng Updat e Li st

This list is maintained by each nobile node. The list has an item
for every binding that the nobile node has or is trying to
establish with a specific other node. Both correspondent and hone
registrations are included in this list. Entries fromthe |ist
are deleted as the lifetinme of the binding expires. See

Section 11.1.
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Per

Home Agents Li st

Home agents need to know whi ch ot her hone agents are on the sane
link. This information is stored in the Home Agents List, as

described in nore detail in Section 10.1. The list is used for
i nform ng nobil e nodes during dynam ¢ hone agent address
di scovery.

Uni que- Local Addressability

This specification requires that honme and care-of addresses MJIST be
uni cast routable addresses. Unique-local |Pv6 unicast addresses
(ULAs, RFC 4193 [15]) may be usabl e on networks that use such non-

gl obal Il y rout abl e addresses, but this specification does not define
when such usage is safe and when it is not. Mbile nodes nmay not be
abl e to distinguish between their honme site and the site at which
they are currently located. This can make it hard to prevent
accidental attachnent to other sites, because the nobil e node ni ght
use the ULA at another site, which could not be used to successfully
send packets to the nobile node’'s home agent (HA). This would result
in unreachability between the nobile node (M\N) and the HA, when

uni que-1l ocal 1Pv6 routable addresses are used as care-of addresses.
Simlarly, CNs outside the MN's own site will not be reachabl e when
ULAs are used as honme addresses. Therefore, unique-local |Pv6

uni cast addresses SHOULD NOT be used as honme or care-of addresses
when ot her address choices are available. |f such addresses are
used, however, according to RFC 4193 [15], they are treated as any
gl obal wunicast |1 Pv6 address so, for the remainder of this

speci fication, use of unique-local |Pv6 unicast addresses is not
differentiated fromother globally unique | Pv6 addresses.

Overvi ew of Mbile |Pv6 Security

This specification provides a nunber of security features. These

i nclude the protection of Binding Updates both to hone agents and
correspondent nodes, the protection of nobile prefix discovery, and
the protection of the mechani sns that Mobile | Pv6 uses for
transporting data packets.

Bi ndi ng Updates are protected by the use of |Psec extension headers,
or by the use of the Binding Authorization Data option. This option
enpl oys a bi ndi ng managenent key, Kbm which can be established
through the return routability procedure. Mobile prefix discovery is
protected through the use of |Psec extension headers. Mechanisns
related to transporting payl oad packets -- such as the Hone Address
destination option and type 2 routing header -- have been specified
in a manner that restricts their use in attacks.
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5.1. Binding Updates to Hone Agents

The nobil e node and the home agent MJST use an | Psec security
association to protect the integrity and authenticity of the Binding
Updat es and Acknow edgenents. Both the nobile nodes and the hone
agents MJST support and SHOULD use the Encapsul ating Security Payl oad
(ESP) [5] header in transport node and MJST use a non- NULL payl oad
aut hentication algorithmto provide data origin authentication,
connectionless integrity, and optional anti-replay protection. Note
that Aut hentication Header (AH) [4] is also possible but for brevity
not discussed in this specification

In order to protect nmessages exchanged between the nobile node and
the hone agent with | Psec, appropriate security policy database
entries nmust be created. A nobile node nust be prevented from using
its security association to send a Binding Update on behal f of

anot her nobil e node using the sane home agent. This MJST be achieved
by having the hone agent check that the given hone address has been
used with the right security association. Such a check is provided
in the | Psec processing, by having the security policy database
entries unequivocally identify a single security association for
protecting Bi nding Updat es between any gi ven hone address and hone
agent. In order to make this possible, it is necessary that the home
address of the nobile node is visible in the Binding Updates and
Acknowl edgenents. The home address is used in these packets as a
source or destination, or in the Home Address destination option or
the type 2 routing header

As with all IPsec security associations in this specification, nanua
configuration of security associations MJST be supported. The shared
secrets used MJST be random and uni que for different nobile nodes,
and MJUST be distributed off-line to the nobile nodes. Automatic key
managenment with the Internet Key Exchange Protocol version 2 (IKEv2)
[ 24] MAY be supported as described in [20].

Section 11. 3.2 discusses how | KEv2 connections to the hone agent need
a careful treatnment of the addresses used for transporting | KEv2.
This is necessary to ensure that a Binding Update is not needed
before the | KEv2 exchange that is needed for securing the Binding
Updat e.

More detail ed descriptions and exanpl es using | Psec to protect

communi cati ons between the nobile node and the hone agent have been
published [12][20].

Perkins, et al. St andards Track [ Page 21]



RFC 6275 Mobi lity Support in |Pve July 2011

5.

5.

2.

2.

Bi ndi ng Updates to Correspondent Nodes

The protection of Binding Updates sent to correspondent nodes does
not require the configuration of security associations or the

exi stence of an authentication infrastructure between the nobile
nodes and correspondent nodes. |Instead, a nethod called the return
routability procedure is used to ensure that the right nobile node is
sendi ng the nessage. This nethod does not protect against attackers
who are on the path between the honme network and the correspondent
node. However, attackers in such a location are capabl e of
perform ng the sanme attacks even wi thout Mbile |Pv6. The main
advantage of the return routability procedure is that it linmts the
potential attackers to those having an access to one specific path in
the Internet, and avoids forged Binding Updates from anywhere else in
the Internet. For a nore in-depth explanation of the security
properties of the return routability procedure, see Section 15.

Al so, consult [43].

The integrity and authenticity of the Binding Update nessages to
correspondent nodes are protected by using a keyed-hash al gorithm
The bi ndi ng managenent key, Kbm is used to key the hash algorithm
for this purpose. Kbmis established using data exchanged during the
return routability procedure. The data exchange is acconplished by
use of node keys, nonces, cookies, tokens, and certain cryptographic
functions. Section 5.2.5 outlines the basic return routability
procedure. Section 5.2.6 shows how the results of this procedure are
used to authorize a Binding Update to a correspondent node.

1. Node Keys

Each correspondent node has a secret key, Kcn, called the "node key",
which it uses to produce the keygen tokens sent to the nobile nodes.
The node key MJUST be a random number, 20 octets in length. The node
key allows the correspondent node to verify that the keygen tokens
used by the nobile node in authorizing a Binding Update are indeed
its own. This key MJUST NOT be shared with any other entity.

A correspondent node MAY generate a fresh node key at any tine; this
avoi ds the need for secure persistent key storage. Procedures for
optionally updating the node key are discussed later in

Section 5.2.7.
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5.2.2. Nonces

Each correspondent node al so generates nonces at regular intervals.
The nonces shoul d be generated by using a random nunber generat or
that is known to have good randommess properties [14]. A
correspondent node may use the sanme Kcn and nonce with all the nobile
nodes with which it is in conmunication

Each nonce is identified by a nonce index. Wen a new nonce is
generated, it nust be associated with a new nonce index; this may be
done, for exanple, by increnenting the value of the previous nonce
index, if the nonce index is used as an array pointer into a linear
array of nonces. However, there is no requirenent that nonces be
stored that way, or that the values of subsequent nonce indices have
any particular relationship to each other. The index value is
communi cated in the protocol, so that if a nonce is replaced by a new
nonce during the run of a protocol, the correspondent node can

di stingui sh nessages that should be checked agai nst the ol d nonce
from nmessages that should be checked agai nst the new nonce. Strictly
speaki ng, indices are not necessary in the authentication, but allow
the correspondent node to efficiently find the nonce value that it
used in creating a keygen token

Cor respondent nodes keep both the current nonce and a snall set of
valid previous nonces whose lifetine has not yet expired. Expired
val ues MJST be di scarded, and nmessages using stale or unknown indices
will be rejected.

The specific nonce index val ues cannot be used by nobile nodes to
deternmne the validity of the nonce. Expected validity tines for the
nonces val ues and the procedures for updating them are di scussed
later in Section 5.2.7.

A nonce is an octet string of any length. The recommended length is
64 bits.

5.2.3. Cooki es and Tokens

The return routability address test procedure uses cookies and keygen
tokens as opaque values within the test init and test nessages,
respectively.

o The "hone init cookie" and "care-of init cookie" are 64-bit val ues
sent to the correspondent node fromthe nobile node, and | ater
returned to the nobile node. The hone init cookie is sent in the
Home Test Init message, and returned in the Home Test nessage.

The care-of init cookie is sent in the Care-of Test Init nessage,
and returned in the Care-of Test nessage.
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o The "home keygen token" and "care-of keygen token" are 64-bit
val ues sent by the correspondent node to the nobile node via the
hone agent (via the Home Test nessage) and the care-of address (by
the Care-of Test nessage), respectively.

The mobil e node should set the hone init or care-of init cookie to a
newl y generated random nunber in every Hone or Care-of Test Init
nmessage it sends. The cookies are used to verify that the Honme Test
or Care-of Test nessage matches the Hone Test Init or Care-of Test
Init nessage, respectively. These cookies also serve to ensure that
parti es who have not seen the request cannot spoof responses.

Honme and care-of keygen tokens are produced by the correspondent node
based on its currently active secret key (Kcn) and nonces, as well as
the hone or care-of address (respectively). A keygen token is valid
as long as both the secret key (Kcn) and the nonce used to create it
are valid.

5.2.4. Cryptographic Functions

By default in this specification, the function used to conpute hash
values is SHA-1 [11], which is considered to offer sufficient
protection for Mbile IPv6 control nessages (see Section 15.10).
Message Authentication Codes (MACs) are then conputed usi ng HVAC SHAL
[1]1[211]. HMAC SHAL(K, m denotes such a MAC conputed on nessage m
with key K

5.2.5. Return Routability Procedure

The return routability procedure enabl es the correspondent node to
obtain some reasonabl e assurance that the nobile node is in fact
addressable at its clainmed care-of address as well as at its hone
address. Only with this assurance is the correspondent node able to
accept Bindi ng Updates fromthe nobile node, which would then
instruct the correspondent node to direct that nobile node’ s data
traffic to its clainmed care-of address.

This is done by testing whet her packets addressed to the two cl ai ned
addresses are routed to the nmobile node. The nobile node can pass
the test only if it is able to supply proof that it received certain
data (the "keygen tokens") that the correspondent node sends to those
addresses. These data are conbi ned by the nobile node into a binding
managenent key, denoted Kbm

The figure bel ow shows the nessage flow for the return routability
procedure.
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Mobi | e node Hone agent Cor respondent node

| Home Test Init (HoTl) | |

| Care-of Test Init (CoTl)

|

|

|

| |
|

|

|

The Hone and Care-of Test Init nessages are sent at the sane tine.
The procedure requires very little processing at the correspondent
node, and the Hone and Care-of Test nessages can be returned quickly,
perhaps nearly sinultaneously. These four nessages formthe return
routability procedure.

Home Test Init

A nobil e node sends a Hone Test Init nessage to the correspondent
node (via the hone agent) to acquire the hone keygen token. The
contents of the nessage can be sunmarized as foll ows:

* Source Address = hone address
* Destination Address = correspondent
*  Paraneters:

+ home init cookie

The Hone Test Init nessage conveys the nobile node’s hone address
to the correspondent node. The nobile node also sends along a
hone init cookie that the correspondent node nust return later
The Home Test Init nmessage is reverse tunneled through the hone
agent. (The headers and addresses related to reverse tunneling
have been omtted fromthe above di scussion of the nessage
contents.) The nobile node renenbers these cookie values to
obtai n sone assurance that its protocol nessages are being
processed by the desired correspondent node.
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Care-of Test Init

The nobil e node sends a Care-of Test Init nmessage to the
correspondent node (directly, not via the home agent) to acquire
the care-of keygen token. The contents of this nessage can be
sumari zed as foll ows:
* Source Address = care-of address
* Destination Address = correspondent
*  Paraneters:

+ care-of init cookie
The Care-of Test Init nmessage conveys the nobil e node’s care- of
address to the correspondent node. The nobil e node al so sends
along a care-of init cookie that the correspondent node nust
return later. The Care-of Test Init nessage is sent directly to
t he correspondent node.

Home Test

The Hone Test nessage is sent in response to a Hone Test Init
message. It is sent via the honme agent. The contents of the
nessage are:
* Source Address = correspondent
* Destination Address = honme address
*  Paraneters:

+ home init cookie

+ hone keygen token

+ hone nonce i ndex

When t he correspondent node receives the Home Test Init nessage,
it generates a honme keygen token as foll ows:

hone keygen token : =
First (64, HVAC SHAl (Kcn, (honme address | nonce | 0)))

where | denotes concatenation. The final "0" inside the HVAC SHAl

function is a single zero octet, used to distinguish hone and care-of
cooki es from each other.
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The hone keygen token is fornmed fromthe first 64 bits of the MAC
The honme keygen token tests that the nobile node can receive nessages
sent to its hone address. Kcn is used in the production of hone
keygen token in order to allow the correspondent node to verify that
it generated the hone and care-of nonces, w thout forcing the
correspondent node to renenber a list of all tokens it has handed
out.

The Hone Test nessage is sent to the nobile node via the home
network, where it is presuned that the hone agent will tunnel the
message to the nobile node. This nmeans that the nobile node needs to
al ready have sent a Binding Update to the hone agent, so that the
hone agent will have received and authorized the new care-of address
for the nobile node before the return routability procedure. For

i mproved security, the data passed between the hone agent and the
nmobi | e node i s nade i mmune to inspection and passive attacks. Such
protection is gained by encrypting the hone keygen token as it is
tunnel ed fromthe hone agent to the nobile node as specified in
Section 10.4.6. The security properties of this additional security
are discussed in Section 15.4.1

The hone init cookie fromthe nobile node is returned in the Hone
Test message, to ensure that the nmessage comes from a node on the
route between the hone agent and the correspondent node.
The hone nonce index is delivered to the nobile node to later all ow
the correspondent node to efficiently find the nonce value that it
used in creating the hone keygen token
Care- of Test

This message is sent in response to a Care-of Test Init nmessage.

This message is not sent via the hone agent; it is sent directly

to the nobil e node. The contents of the nmessage are:

* Source Address = correspondent

* Destination Address = care-of address

*  Paraneters:

+ care-of init cookie

+ care-of keygen token

+ care-of nonce index
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When the correspondent node receives the Care-of Test Init
nmessage, it generates a care-of keygen token as foll ows:

care-of keygen token :=
First (64, HVAC SHAl (Kcn, (care-of address | nonce | 1)))

Here, the final "1" inside the HVAC SHAL function is a single octet
contai ni ng the hex value 0x01, and is used to distinguish home and
care-of cookies fromeach other. The keygen token is formed fromthe
first 64 bits of the MAC, and sent directly to the nobile node at its
care-of address. The care-of init cookie fromthe Care-of Test Init
message is returned to ensure that the nessage cones froma node on
the route to the correspondent node.

The care-of nonce index is provided to identify the nonce used for
the care-of keygen token. The home and care-of nonce indices MAY be
the sane, or different, in the Home and Care-of Test nessages.

Wien the nobile node has received both the Hone and Care-of Test
messages, the return routability procedure is conplete. As a result
of the procedure, the nobile node has the data it needs to send a

Bi ndi ng Update to the correspondent node. The nobile node hashes the
tokens together to forma 20-octet binding key Kbm

Kbm = SHA-1 (hone keygen token | care-of keygen token)

A Bi nding Update may al so be used to delete a previously established

bi nding (Section 6.1.7). 1In this case, the care-of keygen token is
not used. Instead, the binding managenent key is generated as
fol | ows:

Kbm = SHA- 1(honme keygen t oken)

Note that the correspondent node does not create any state specific
to the nobile node, until it receives the Binding Update fromthat
nobi | e node. The correspondent node does not naintain the value for
t he bi ndi ng managenent key Kbm it creates Kbm when given the nonce
i ndi ces and the nobil e node’s addresses.

5.2.6. Authorizing Bindi ng Managenent Messages
After the nobile node has created the bindi ng managenent key (Kbn),
it can supply a verifiable Binding Update to the correspondent node.

This section provides an overview of this registration. The figure
bel ow shows the nmessage fl ow
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Mobi | e node Cor respondent node
| |
| Bi ndi ng Update (BU) |

(MAC, seg#, nonce indices, care-of address)

|
|
| Bi ndi ng Acknowl edgenment (BA) (if sent)
|
| (MAC, seg#, status) |
Bi ndi ng Update
To authorize a Binding Update, the nobile node creates a binding
managenent key Kbm from the keygen tokens as described in the
previ ous section. The contents of the Binding Update include the
fol | owi ng:
* Source Address = care-of address
* Destination Address = correspondent
*  Paraneters:

+ hone address (within the Hone Address destination option if
different fromthe Source Address)

+ sequence nunber (w thin the Binding Update nessage header)
+ hone nonce index (within the Nonce Indices option)
+ care-of nonce index (within the Nonce Indices option)

+ First (96, HVAC SHA1 (Kbm (care-of address | correspondent
| BY))

The Bi ndi ng Update contains a Nonce |Indices option, indicating to
t he correspondent node which honme and care-of nonces to use to
reconpute Kbm the binding managenent key. The MAC is conputed as
described in Section 6.2.7, using the correspondent node’s address
as the destination address and the Bi ndi ng Update nessage itself
("BU'" above) as the Mbility Header (M) Data.

Once the correspondent node has verified the MAC, it can create a
Bi ndi ng Cache entry for the nobile.
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Bi ndi ng Acknow edgenent

The Binding Update is in some cases acknow edged by the
correspondent node. The contents of the nessage are as foll ows:

* Source Address = correspondent
* Destination Address = care-of address
*  Paraneters:
+ sequence nunber (within the Binding Update nessage header)

+ First (96, HVAC SHA1 (Kbm (care-of address | correspondent
| BA)))

The Bi ndi ng Acknow edgenent contai ns the same sequence nunber as
the Binding Update. The MAC is conputed as described in

Section 6.2.7, using the correspondent node’'s address as the
destination address and the nmessage itself ("BA" above) as the MH
Dat a.

Bi ndi ngs established with correspondent nodes using keys created by
way of the return routability procedure MJUST NOT exceed
MAX_RR BI NDI NG LI FETI ME seconds (see Section 12).

The value in the Source Address field in the | Pv6 header carrying the
Bi nding Update is nornmally also the care-of address that is used in
the binding. However, a different care-of address MAY be specified
by including an Alternate Care-of Address nobility option in the

Bi ndi ng Update (see Section 6.2.5). Wen such a nessage is sent to
the correspondent node and the return routability procedure is used
as the authorization nmethod, the Care-of Test Init and Care-of Test
messages MJUST have been performed for the address in the Alternate
Car e-of Address option (not the Source Address). The nonce indices
and MAC val ue MUST be based on information gained in this test.

Bi ndi ng Updates nay al so be sent to delete a previously established
binding. In this case, generation of the bindi ng managenent key
depends excl usively on the honme keygen token and the care-of nonce
i ndex is ignored.

5.2.7. Updating Node Keys and Nonces
Correspondent nodes generate nonces at regular intervals. It is
recommended to keep each nonce (identified by a nonce index)

acceptable for at |east MAX TOKEN LI FETI ME seconds (see Section 12)
after it has been first used in constructing a return routability
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nessage response. However, the correspondent node MJST NOT accept
nonces beyond MAX NONCE LI FETI ME seconds (see Section 12) after the
first use. As the difference between these two constants is 30
seconds, a convenient way to enforce the above lifetines is to
generate a new nonce every 30 seconds. The node can then continue to
accept tokens that have been based on the last 8 (MAX NONCE LI FETI ME
/ 30) nonces. This results in tokens being acceptable
MAX_TOKEN LI FETI ME to MAX _NONCE LI FETI ME seconds after they have been
sent to the nobile node, depending on whether the token was sent at
the begi nning or end of the first 30-second period. Note that the
correspondent node may al so attenpt to generate new nonces on denand,
or only if the old nonces have been used. This is possible, as long
as the correspondent node keeps track of how long a tinme ago the
nonces were used for the first tine, and does not generate new nonces
on every return routability request.

Due to resource limtations, rapid deletion of bindings, or reboots
the correspondent node may not in all cases recognize the nonces that
the tokens were based on. |If a nonce index is unrecognized, the
correspondent node replies with an error code in the Binding

Acknowl edgenent (either 136, 137, or 138 as discussed in

Section 6.1.8). The nobile node can then retry the return
routability procedure.

An update of Kcn SHOULD be done at the sane tinme as an update of a
nonce, so that nonce indices can identify both the nonce and the key.
A d Ken values have to be therefore renenbered as |long as old nonce
val ues.

G ven that the tokens are nornmally expected to be usable for
MAX_TOKEN LI FETI ME seconds, the nobile node MAY use them beyond a
single run of the return routability procedure unti
MAX_TOKEN_LI FETI ME expires. After this the nobile node SHOULD NOT
use the tokens. A fast noving nobile node MAY reuse a recent hone
keygen token from a correspondent node when noving to a new | ocation
and just acquire a new care-of keygen token to show routability in

t he new | ocati on.

Wil e this does not save the nunber of round-trips due to the

si mul t aneous processing of home and care-of return routability tests,
there are fewer nessages being exchanged, and a potentially |ong
round-trip through the hone agent is avoided. Consequently, this
optim zation is often useful. A nobile node that has nultiple home
addresses MAY al so use the sanme care-of keygen token for Binding
Updat es concerning all of these addresses.
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5.2.8. Preventing Replay Attacks

The return routability procedure also protects the participants

agai nst repl ayed Bi ndi ng Updates through the use of the sequence
nunber and a MAC. Care nust be taken when renovi ng bindings at the
correspondent node, however. Correspondent nodes nust retain

bi ndi ngs and the associ ated sequence nunber infornation at |east as
I ong as the nonces used in the authorization of the binding are stil
valid. Alternatively, if nenory is very constrained, the
correspondent node MAY invalidate the nonces that were used for the
bi ndi ng being deleted (or sone larger group of nonces that they
belong to). This may, however, inpact the ability to accept Binding
Updates from nobil e nodes that have recently recei ved keygen tokens.
This alternative is therefore recomended only as a | ast neasure.

5.2.9. Handling Interruptions to Return Routability

In sone scenarios, such as sinultaneous nobility, where both
correspondent host and nobile host nove at the sane tine, or in the
case where the correspondent node reboots and | oses data, route
optimization may not conplete, or relevant data in the binding cache
m ght be | ost.

0 Return Routability signaling MIST be sent to the correspondent
node’s hone address if it has one (i.e., not to the correspondent
nodes care-of address if the correspondent node is also nobile).

o If Return Routability signaling timed out after MAX RO FAI LURE
attenpts, the nobile node MIST revert to sending packets to the
correspondent node’s honme address through its hone agent.

The nmobile node may run the bidirectional tunneling in parallel with

the return routability procedure until it is successful. Exponenti al
backoff SHOULD be used for retransm ssion of return routability
nessages.

The return routability procedure may be triggered by novenent of the
nmobi | e node or by sustained | oss of end-to-end conmunication with a
correspondent node (e.g., based on indications from upper |ayers)
that has been using a route optim zed connection to the nobile node.
If such indications are received, the nobile node MAY revert to
bidirectional tunneling while restarting the return routability
procedur e.
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5.3. Dynanic Home Agent Address Discovery

Dynani ¢ hone agent address di scovery has been designed for use in
depl oynents where security is not needed. For this reason, no
security solution is provided in this docunent for dynanmi c hone agent
address di scovery.

5.4. Mbile Prefix Discovery

The nmobil e node and the honme agent SHOULD use an | Psec security
association to protect the integrity and authenticity of the Mbile
Prefix Solicitations and Advertisenments. Both the nobile nodes and
the hone agents MUST support and SHOULD use the Encapsul ating
Security Payload (ESP) header in transport node with a non- NULL
payl oad aut hentication algorithmto provide data origin

aut henti cation, connectionless integrity, and optional anti-replay
protection.

5.5. Payl oad Packets

Payl oad packets exchanged with nobile nodes can be protected in the
usual manner, in the sane way as stationary hosts can protect them
However, Mobile I1Pv6 introduces the Honme Address destination option
a routing header, and tunneling headers in the payl oad packets. In
the following we define the security neasures taken to protect these,
and to prevent their use in attacks agai nst other parties.

This specification limts the use of the Honme Address destination
option to the situation where the correspondent node already has a
Bi ndi ng Cache entry for the given hone address. This avoids the use
of the Hone Address option in attacks described in Section 15. 1.

Mobile | Pv6 uses a type of routing header specific to Mbile |Pv6.
This type provides the necessary functionality but does not open
vul nerabilities discussed in Section 15.1 and RFC 5095 [45].

Tunnel s between the nobil e node and the hone agent are protected by
ensuring proper use of source addresses, and optional cryptographic
protection. The nobile node verifies that the outer |P address
corresponds to its honme agent. The hone agent verifies that the
outer I P address corresponds to the current |ocation of the nobile
node (Binding Updates sent to the hone agents are secure). The hone
agent identifies the nobile node through the source address of the

i nner packet. (Typically, this is the home address of the nobile
node, but it can also be a link-local address, as discussed in
Section 10.4.2. To recognize the latter type of addresses, the hone
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6.

6.

6.

1.

1.

agent requires that the Link-Local Address Conpatibility (L) was set
in the Binding Update.) These neasures protect the tunnels agai nst
vul nerabilities discussed in Section 15. 1.

For traffic tunneled via the hone agent, additional |Psec ESP
encapsul ati on MAY be supported and used. |f multicast group
menbership control protocols or stateful address autoconfiguration
protocol s are supported, payload data protection MUST be support ed.

New | Pv6 Protocol, Message Types, and Destination Option
Mobi ity Header

The Mobility Header is an extension header used by nobile nodes,
correspondent nodes, and hone agents in all messaging related to the
creation and managenent of bindings. The subsections within this
section describe the nessage types that may be sent using the

Mobi ity Header.

Mobi l ity Header nessages MUST NOT be sent with a type 2 routing
header, except as described in Section 9.5.4 for Binding

Acknowl edgenent. Mbbility Header nessages al so MJUST NOT be used with
a Hone Address destination option, except as described in Sections
11.7.1 and 11.7.2 for Binding Update. Binding Update List or Binding
Cache information (when present) for the destination MIST NOT be used
in sending Mbility Header nessages. That is, Mbility Header
nmessages bypass both the Binding Cache check described in

Section 9.3.2 and the Binding Update List check described in

Section 11.3.1 that are normally performed for all packets. This
appl i es even to nessages sent to or froma correspondent node that is
itself a nobile node

1. For mat

The Mobility Header is identified by a Next Header value of 135 in
the i medi ately precedi ng header, and has the follow ng fornat:

B Lt r s i i i o o T s ks S R S
| Payload Proto | Header Len | WVH Type | Reserved

B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Checksum | |
B i s S S S i S S S e |
| |

Message Dat a

i S S S e i S S e s s S S S e
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Payl oad Proto

8-bit selector. |Identifies the type of header imediately
following the Mobility Header. Uses the same values as the | Pv6
Next Header field [6].

This field is intended to be used by a future extension (see
Appendi x A 1).

I mpl enent ati ons conforming to this specification SHOULD set the
payl oad protocol type to | PPROTO NONE (59 decimal).

Header Len

8-bit unsigned integer, representing the length of the Mbility
Header in units of 8 octets, excluding the first 8 octets.

The I ength of the Mbility Header MJST be a nmultiple of 8 octets.
VH Type

8-bit selector. Identifies the particular nobility nmessage in
question. Current values are specified in Section 6.1.2 and
onward. An unrecogni zed WH Type field causes an error indication
to be sent.

Reserved

8-bit field reserved for future use. The value MJST be
initialized to zero by the sender, and MJST be ignored by the
receiver.

Checksum

16-bit unsigned integer. This field contains the checksum of the
Mobility Header. The checksumis calculated fromthe octet string
consi sting of a "pseudo-header" followed by the entire Mbility
Header starting with the Payload Proto field. The checksumis the
16-bit one’'s conplenent of the one’s conplenment sumof this
string.

The pseudo- header contains |IPv6 header fields, as specified in
Section 8.1 of RFC 2460 [6]. The Next Header value used in the
pseudo- header is 135. The addresses used in the pseudo-header are
t he addresses that appear in the Source and Destination Address
fields in the 1 Pv6 packet carrying the Mbility Header.
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Note that the procedures of cal culating upper-layer checksuns
whil e away from honme described in Section 11.3.1 apply even for
the Mobility Header. |If a nobility nmessage has a Honme Address
destination option, then the checksum cal cul ati on uses the hone
address in this option as the value of the | Pv6 Source Address
field. The type 2 routing header is treated as explained in [6].

The Mobility Header is considered as the upper-|ayer protocol for
t he purposes of calculating the pseudo-header. The Upper-Layer
Packet Length field in the pseudo-header MJIST be set to the tota
I ength of the Mobility Header

For computing the checksum the checksumfield is set to zero
Message Dat a

A variable-length field containing the data specific to the
i ndi cated Mbility Header type.

Mobile | Pv6 al so defines a nunber of "nobility options" for use

wi thin these nessages; if included, any options MJST appear after the
fixed portion of the nessage data specified in this docunent. The
presence of such options will be indicated by the Header Len field
within the message. Wen the Header Len value is greater than the

Il ength required for the nessage specified here, the renmaining octets
are interpreted as nobility options. These options include padding
options that can be used to ensure that other options are aligned
properly, and that the total length of the message is divisible by 8.
The encoding and format of defined options are described in

Section 6. 2.

Ali gnnent requirenents for the Mbility Header are the sane as for
any | Pv6 protocol header. That is, they MJST be aligned on an
8- octet boundary.

6.1.2. Binding Refresh Request Message

The Bi ndi ng Refresh Request (BRR) nessage requests a nobile node to
update its nobility binding. This message is sent by correspondent
nodes according to the rules in Section 9.5.5. Wen a nobile node
recei ves a packet containing a Binding Refresh Request nessage it
processes the nessage according to the rules in Section 11.7.4.

The Bi ndi ng Refresh Request nessage uses the MH Type value 0. \When

this value is indicated in the MH Type field, the format of the
Message Data field in the Mobility Header is as follows:
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i S s sl o oI S

Reser ved |

s St S T S i o ST S S i S S R S &
Mobility Options

B s i S S T T S e T i S S S S S i 2

Reser ved

16-bit field reserved for future use. The value MJST be
initialized to zero by the sender, and MJST be ignored by the
receiver.

Mobility Options

Vari abl e-1ength field of such Iength that the conplete Mbility
Header is an integer nultiple of 8 octets long. This field
contains zero or nore TLV-encoded nobility options. The encoding
and format of defined options are described in Section 6.2. The
recei ver MJST ignore and skip any options that it does not
under st and.

There MAY be additional information, associated with this Binding
Refresh Request nessage that need not be present in all Binding
Ref resh Request nessages sent. Mobility options allow future
extensions to the format of the Binding Refresh Request nessage to
be defined. This specification does not define any options valid
for the Binding Refresh Request nessage.

If no actual options are present in this nessage, no padding is
necessary and the Header Len field will be set to O.

6.1.3. Hone Test Init Message

A nobil e node uses the Home Test Init (HoTl) nessage to initiate the
return routability procedure and request a honme keygen token froma
correspondent node (see Section 11.6.1). The Hone Test Init nmessage
uses the MH Type value 1. Wien this value is indicated in the M
Type field, the fornat of the Message Data field in the Mbility
Header is as follows:
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i S s sl o oI S

| Reserved |
s St S T S i o ST S S i S S R S &
+ Home | nit Cookie +
T S S i S S i S S S S i o

Mobility Options
|

B s S S i i i ks a ks st S S S S S S
Reserved

16-bit field reserved for future use. This value MJST be
initialized to zero by the sender, and MJST be ignored by the
receiver.

Honme I nit Cookie
64-bit field that contains a random val ue, the hone init cookie.
Mobility Options

Vari able-1ength field of such Iength that the conplete Mbility
Header is an integer nultiple of 8 octets long. This field
contains zero or nore TLV-encoded nobility options. The receiver
MUST i gnore and skip any options that it does not understand.
This specification does not define any options valid for the Hone
Test Init nmessage.

If no actual options are present in this nessage, no padding is
necessary and the Header Len field will be set to 1.

This message is tunnel ed through the home agent when the nobile node
is away from hone. Such tunneling SHOULD enpl oy | Psec ESP in tunne
node between the hone agent and the nobile node. This protection is
i ndi cated by the I Psec security policy database. The protection of
Home Test Init nmessages is unrelated to the requirenment to protect
regul ar payload traffic, which MAY use such tunnels as well

6.1.4. Care-of Test Init Message
A nobil e node uses the Care-of Test Init (CoTl) nessage to initiate

the return routability procedure and request a care-of keygen token
froma correspondent node (see Section 11.6.1). The Care-of Test
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Init nessage uses the MH Type value 2. Wen this value is indicated
in the MH Type field, the format of the Message Data field in the
Mobility Header is as follows:

B il i S S S S S T S S
| Reserved |
B s S S i i i ks a ks st S S S S S S
+ Care-of Init Cookie +
B T e o i S I i i S S N iy St S I S S

Mobility Options
|

B T e o i S I i i S S N iy St S I S S
Reser ved

16-bit field reserved for future use. The value MJST be
initialized to zero by the sender, and MJST be ignored by the
recei ver.

Care-of Init Cookie

64-bit field that contains a random val ue, the care-of init
cooki e.

Mobility Options

Vari able-1ength field of such Iength that the conplete Mbility
Header is an integer nultiple of 8 octets long. This field
contains zero or nore TLV-encoded nobility options. The receiver
MUST i gnore and skip any options that it does not understand.
This specification does not define any options valid for the
Care-of Test Init message.

If no actual options are present in this nessage, no padding is
necessary and the Header Len field will be set to 1.

6.1.5. Honme Test Message

The Hone Test (HoT) nessage is a response to the Home Test Init
nmessage, and is sent fromthe correspondent node to the nobil e node
(see Section 5.2.5). The Hone Test nessage uses the MH Type val ue 3.
When this value is indicated in the MH Type field, the format of the
Message Data field in the Mobility Header is as follows:
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B s i i T S e e s o
| Hone Nonce | ndex
B o o e S e i I S R T e i i i T S S e e

Home I nit Cookie

Honme Keygen Token

+-
L
|+- T S S s S S s St S DR S S S o
L
L—- T S S i i S S S S S el o N S
|

Mobility Options
B S S e h T el S S S S S T S S T S S S i SuI S

Honme Nonce | ndex

This field will be echoed back by the nobile node to the
correspondent node in a subsequent Bindi ng Update.

Honme I nit Cookie
64-bit field that contains the hone init cookie.
Honme Keygen Token

This field contains the 64-bit hone keygen token used in the
return routability procedure.

Mobility Options

Vari able-length field of such length that the conplete Mbility
Header is an integer nultiple of 8 octets long. This field
contains zero or nore TLV-encoded nobility options. The receiver
MJUST ignore and skip any options that it does not understand.
This specification does not define any options valid for the Hone
Test nessage.

If no actual options are present in this nessage, no padding is
necessary and the Header Len field will be set to 2.

+

+

D s i

+
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6.1.6. Care-of Test Message

The Care-of Test (CoT) nessage is a response to the Care-of Test Init
message, and is sent fromthe correspondent node to the nobile node
(see Section 11.6.2). The Care-of Test nessage uses the IH Type
value 4. Wien this value is indicated in the MH Type field, the
format of the Message Data field in the Mobility Header is as
fol | ows:

B R R S b i T it s O S S SR SR SR
| Car e-of Nonce | ndex |

i S i S S S T i i S S SR S S

Care-of Init Cookie

Car e- of Keygen Token

+-
L
|+- T I Sl S T o
L
|+- I T S T S S T S S S e
|

T+ +

Mobility Options
B T T i e e S e e e R e ale i S T S e e S e i o e sl i S T

Car e- of Nonce | ndex

This value will be echoed back by the nobile node to the
correspondent node in a subsequent Bindi ng Update.

Care-of Init Cookie
64-bit field that contains the care-of init cookie.
Car e- of Keygen Token

This field contains the 64-bit care-of keygen token used in the
return routability procedure.

Mobility Options
Vari able-1ength field of such Iength that the conplete Mbility

Header is an integer nultiple of 8 octets long. This field
contains zero or nore TLV-encoded nobility options. The receiver
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MUST i gnore and skip any options that it does not understand.
This specification does not define any options valid for the
Care-of Test nessage.

If no actual options are present in this nessage, no padding is
necessary and the Header Len field will be set to 2.

6.1.7. Binding Update Message

The Bi ndi ng Update (BU) nessage is used by a nobile node to notify
ot her nodes of a new care-of address for itself. Binding Updates are
sent as described in Sections 11.7.1 and 11.7. 2.

The Bindi ng Update uses the MH Type value 5. Wen this value is
indicated in the MH Type field, the format of the Message Data field
in the Mbility Header is as follows:

B ol ok ks o S S S e e e S
| Sequence # |

e S e i S i i S e ik SoiE U SN
| Al H L] K] Reserved | Lifetine |
B T o S e i oL I S e e T s T S it i S

|
Mbbility Options '

B s T s s e T o e S T ks et s oot ST S S S o S S 3
Acknowl edge (A)

The Acknowl edge (A) bit is set by the sending nobile node to
request a Bi ndi ng Acknow edgenent (Section 6.1.8) be returned upon
recei pt of the Binding Update.

Hone Registration (H)

The Hone Registration (H) bit is set by the sending nobile node to
request that the receiving node should act as this node’'s home
agent. The destination of the packet carrying this nmessage MJST
be that of a router sharing the same subnet prefix as the home
address of the nobile node in the binding.

Li nk- Local Address Conpatibility (L)
The Link-Local Address Compatibility (L) bit is set when the hone

address reported by the nobile node has the sane interface
identifier as the nobile node's Iink-1ocal address.
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Key Managenent Mobility Capability (K)

If this bit is cleared, the protocol used for establishing the

| Psec security associations between the nobile node and the hone
agent does not survive nmovenents. It nmay then have to be rerun.
(Note that the I Psec security associations thenselves are expected
to survive novenents.) |If nmanual |Psec configuration is used, the
bit MJST be cl eared.

This bit is valid only in Binding Updates sent to the honme agent,
and MUST be cleared in other Binding Updates. Correspondent nodes
MUST ignore this bit.

Reser ved

These fields are unused. They MJIST be initialized to zero by the
sender and MJST be ignored by the receiver

Sequence #

A 16-bit unsigned integer used by the receiving node to sequence
Bi ndi ng Updates and by the sending node to match a returned
Bi ndi ng Acknowl edgenent with this Binding Update.

Lifetime
16-bit unsigned integer. The nunber of time units remaining
bef ore the binding MIST be considered expired. A value of zero

i ndi cates that the Binding Cache entry for the nobile node MJST be
deleted. One time unit is 4 seconds.

Mobility Options
Vari able-1ength field of such length that the conplete Mbility
Header is an integer nultiple of 8 octets long. This field
contains zero or nore TLV-encoded nobility options. The encoding
and format of defined options are described in Section 6.2. The

recei ver MJST ignore and skip any options that it does not
under st and.

The followi ng options are valid in a Binding Update:

*  Binding Authorization Data option (this option is nandatory in
Bi ndi ng Updates sent to a correspondent node)

* Nonce Indices option

* Alternate Care-of Address option
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If no options are present in this nessage, 4 octets of padding are
necessary and the Header Len field will be set to 1

The care-of address is specified either by the Source Address field
in the I Pv6 header or by the Alternate Care-of Address option, if
present. The care-of address MJUST be a uni cast routable address.

| Pv6 Source Address MJUST be a topologically correct source address.
Bi ndi ng Updates for a care-of address that is not a unicast routable
address MJST be silently discarded.

The del etion of a binding MIST be indicated by setting the Lifetine
field to 0. |In deletion, the generation of the bindi ng nanagenent
key depends excl usively on the hone keygen token, as explained in
Section 5.2.5.

Cor respondent nodes SHOULD NOT del ete the Binding Cache entry before
the lifetinme expires, if any application hosted by the correspondent
node is still likely to require conmmunication with the nobil e node.

A Binding Cache entry that is de-allocated prematurely m ght cause
subsequent packets to be dropped fromthe nobile node, if they
contain the Hone Address destination option. This situation is
recoverabl e, since a Binding Error nmessage is sent to the nobile node
(see Section 6.1.9); however, it causes unnecessary delay in the
conmmuni cati ons.

6.1.8. Binding Acknow edgenent Message

The Bi ndi ng Acknow edgenent is used to acknow edge receipt of a
Bi ndi ng Update (Section 6.1.7). This packet is sent as described in
Sections 9.5.4 and 10. 3. 1.

The Bi ndi ng Acknowl edgenent has the MH Type value 6. Wen this val ue
is indicated in the WH Type field, the format of the Message Data
field in the Mbility Header is as follows:

B ol ok ks o S S S e e e S
| St at us | K Reserved

B Lt r s i i i o o T s ks S R S

| Sequence # | Lifetime |

B s T s s e T o e S T ks et s oot ST S S S o S S 3

| |
' Mbbility Options '

T S i S e T S S S i T S S S S SIS &
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8-bit unsigned integer indicating the disposition of the Binding

Updat e.

Val ues of the Status field | ess than 128 indicate that

the Bi ndi ng Update was accepted by the receiving node. Values
greater than or equal to 128 indicate that the Binding Update was
rejected by the receiving node. The follow ng Status val ues are
currently defined:

0

1

128

129

130

131

132

133

134

135

136

137

138

139

174

Bi ndi ng Update accepted

Accepted but prefix discovery necessary
Reason unspecifi ed

Adm ni stratively prohibited

I nsufficient resources

Hone registrati on not supported

Not home subnet

Not home agent for this nobile node
Duplicate Address Detection failed
Sequence number out of w ndow

Expi red hone nonce i ndex

Expi red care-of nonce index

Expi red nonces

Regi strati on type change di sal | owed

Invalid Care-of Address

Up-to-date values of the Status field are to be specified in the
| ANA registry of assigned nunbers [30].
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Key Managenent Mobility Capability (K)

If this bit is cleared, the protocol used by the honme agent for

establishing the | Psec security associati ons between the nobile

node and the hone agent does not survive novements. It may then
have to be rerun. (Note that the |IPsec security associations

t hensel ves are expected to survive novenents.)

Correspondent nodes MJST set the K bit to O.

Reser ved

This field is unused. It MJST be initialized to zero by the
sender and MUST be ignored by the receiver

Sequence #

The Sequence Nunber in the Bi nding Acknowl edgenent is copied from
the Sequence Nunber field in the Binding Update. It is used by
the nmobile node in matching this Binding Acknow edgenment with an
out st andi ng Bi ndi ng Updat e.

Lifetine

The granted lifetime, in tine units of 4 seconds, for which this
node SHOULD retain the entry for this nobile node in its Binding
Cache.

The value of this field is undefined if the Status field indicates
that the Binding Update was rejected.

Mobility Options

Vari able-1ength field of such length that the conplete Mbility
Header is an integer nultiple of 8 octets long. This field
contains zero or nore TLV-encoded nobility options. The encoding
and format of defined options are described in Section 6.2. The
recei ver MJST ignore and skip any options that it does not
under st and.

There MAY be additional information associated with this Binding
Acknowl edgenent that need not be present in all Binding

Acknowl edgenents sent. Mbility options allow future extensions
to the format of the Binding Acknow edgenent to be defined. The
followi ng options are valid for the Binding Acknow edgenent:
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*  Binding Authorization Data option (this option is nandatory in
Bi ndi ng Acknowl edgenents sent by a correspondent node, except
where otherwi se noted in Section 9.5.4)

* Binding Refresh Advice option

If no options are present in this nessage, 4 octets of padding are
necessary and the Header Len field will be set to 1.

6.1.9. Binding Error Message

The Binding Error (BE) nessage is used by the correspondent node to
signal an error related to nobility, such as an inappropriate attenpt
to use the Hone Address destination option w thout an existing

bi ndi ng; see Section 9.3.3 for details.

The Bi nding Error nessage uses the MH Type value 7. \Wen this val ue
is indicated in the MH Type field, the format of the Message Data
field in the Mbility Header is as follows:

R e o i Sl T S R SR
| St at us | Reserved |
B i i i S S R ih s s I S S o O S S

e s it Sl

|
+
|
Hone Address +
|
+
|
+

e i S e S o i e S S S S O R e e ol S e e
Mobility Options
B T S S e s e i s S i S S S S S S T S SR S S S i S S S

St at us

8-bit unsigned integer indicating the reason for this nmessage.
The follow ng values are currently defined:

1 Unknown binding for Hone Address destination option

2 Unrecogni zed MH Type val ue
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Reser ved

8-bit field reserved for future use. The value MJST be
initialized to zero by the sender, and MJST be ignored by the
recei ver.

Honme Address

The honme address that was contained in the Hone Address
destination option. The nobile node uses this information to

det ermi ne whi ch bindi ng does not exist, in cases where the nobile
node has several hone addresses.

Mobility Options

Vari able-1ength field of such length that the conplete Mbility
Header is an integer nultiple of 8 octets long. This field
contains zero or nore TLV-encoded nobility options. The receiver
MUST i gnore and skip any options that it does not understand.
There MAY be additional information associated with this Binding
Error message that need not be present in all Binding Error
messages sent. Mobility options allow future extensions to the
format of the Binding Error nessage to be defined. The encoding
and format of defined options are described in Section 6.2. This
speci ficati on does not define any options valid for the Binding
Error nessage

If no actual options are present in this nessage, no padding is
necessary and the Header Len field will be set to 2.

6.2. Mbility Options

Mobil ity messages can include zero or nore mobility options. This
all ows optional fields that may not be needed in every use of a
particular Mbility Header, as well as future extensions to the
format of the nessages. Such options are included in the Message
Data field of the nessage itself, after the fixed portion of the
nmessage data specified in the nmessage subsections of Section 6. 1.

The presence of such options will be indicated by the Header Len of
the Mobility Header. |If included, the Binding Authorization Data
option (Section 6.2.7) MJST be the | ast option and MJUST NOT have
trailing padding. Oherw se, options can be placed in any order
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6.2.1. For mat

Mobility options are encoded within the remaining space of the
Message Data field of a nmobility message, using a type-I|ength-val ue
(TLV) format as follows:

0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR

| Option Type | Option Length | Option Data. .
B T e o i S I i i S S N iy St S I S S

Option Type

8-bit identifier of the type of nmobility option. When processing
a Mobility Header containing an option for which the Option Type
val ue is not recognized by the receiver, the receiver MIST quietly
i gnore and skip over the option, correctly handling any renaining
options in the nessage.

Option Length
8-bit unsigned integer, representing the length in octets of the
nmobi lity option, not including the Option Type and Option Length
fields.

Option Data

A variable-length field that contains data specific to the option

The followi ng subsections specify the Option types that are currently
defined for use in the Mbility Header

| mpl enentati ons MUST silently ignore any nmobility options that they
do not under st and.

Mobility options nmay have alignnent requirenents. Follow ng the
convention in I Pv6, these options are aligned in a packet so that

mul ti-octet values within the Option Data field of each option fal

on natural boundaries (i.e., fields of width n octets are placed at
an integer multiple of n octets fromthe start of the header, for n =
1, 2, 4, or 8) [6].

6.2.2. Padl

The Padl option does not have any alignnment requirements. Its format
is as follows:
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0
01234567
R it i i s S
| Type = 0 |
i R i i i e

NOTE! the fornmat of the Padl option is a special case -- it has
nei ther Option Length nor Option Data fields.

The Padl option is used to insert one octet of padding in the
Mobility Options area of a Mobility Header. |If nore than one octet
of padding is required, the PadN option, described next, should be
used rather than nultiple Padl options.

6.2.3. PadN

The PadN option does not have any alignnment requirements. Its format
is as follows:

0 1
0123456789012345

B i T i i e S S e T o T T
| Type = 1 | Option Length | Option Data

I e T T e e S Tt s ot 2T S P

The PadN option is used to insert two or nore octets of padding in
the Mobility Options area of a nmobility nmessage. For N octets of
paddi ng, the Option Length field contains the value N-2, and the
Option Data consists of N-2 zero-valued octets. PadN Option data
MUST be ignored by the receiver.

6.2.4. Binding Refresh Advice

The Bi ndi ng Refresh Advice option has an alignnment requirenent of 2n.
Its format is as follows:

0 1 2 3
01234567890123456789012345678901
R e o i Sl T S R SR
| Type = 2 | Length = 2 |
B T e o i S I i i S S N iy St S I S S
| Refresh Interval |
s i T S e R e

The Bi nding Refresh Advice option is only valid in the Binding
Acknowl edgenent, and only on Bi ndi ng Acknow edgenents sent fromthe
nmobi | e node’ s home agent in reply to a hone registration. The
Refresh Interval is measured in units of four seconds, and indicates
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remaining tine until the nobile node SHOULD send a new hone
registration to the home agent. The Refresh Interval MJST be set to
indicate a smaller time interval than the Lifetime value of the

Bi ndi ng Acknow edgenent .

6.2.5. Alternate Care-of Address

The Alternate Care-of Address option has an alignment requirenent of
8n + 6. Its format is as follows:

0 1 2 3

01234567890123456789012345678901
B T i i S i S S e e
| Type = 3 | Length = 16

s S S S i e i i I i I T S T S S S S S S Nt S SN S

+— T+ 4

|
+
|
Al ternate Care-of Address +
|
+
|
+

T S S S s e S S T S S S e S S i

Nornal |y, a Binding Update specifies the desired care-of address in
the Source Address field of the | Pv6 header. However, this is not
possi ble in some cases, such as when the nobile node w shes to
indicate a care-of address that it cannot use as a topologically
correct source address (Sections 6.1.7 and 11.7.2) or when the used
security nechani sm does not protect the | Pv6 header (Section 11.7.1).

The Alternate Care-of Address option is provided for these
situations. This option is valid only in Binding Update. The
Alternate Care-of Address field contains an address to use as the
care-of address for the binding, rather than using the Source Address
of the packet as the care-of address.
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6.2.6. Nonce Indices

The Nonce I ndices option has an alignnent requirenent of 2n. |Its
format is as foll ows:

0 1 2 3
01234567890123456789012345678901
e T

| Type = 4 | Length = 4 |
B T T T o o S S S e i S S Tk e e Y S
| Honme Nonce | ndex | Car e-of Nonce | ndex

i S S e i S S S s s S S S S

The Nonce Indices option is valid only in the Binding Update nessage
sent to a correspondent node, and only when present together with a
Bi ndi ng Aut horization Data option. When the correspondent node

aut hori zes the Binding Update, it needs to produce hone and care-of

keygen tokens fromits stored random nonce val ues.

The Honme Nonce Index field tells the correspondent node which nonce
val ue to use when produci ng the honme keygen token

The Care-of Nonce Index field is ignored in requests to delete a
binding. Oherwise, it tells the correspondent node whi ch nonce
val ue to use when producing the care-of keygen token

6.2.7. Binding Authorization Data

The Bi ndi ng Aut horization Data option does not have alignment

requi renents as such. However, since this option nust be the |ast
mobility option, an inplicit alignment requirenent is 8n + 2. The
format of this option is as follows:

0 1 2 3
01234567890123456789012345678901
B ol ok ks o S S S e e e S
| Type = 5 | Option Length
B i T e S i i i i T S S e e S i o i I T N S

+-

| |
+ +
| Aut hent i cat or

+ +
| |
B T T i e e S e e e R e ale i S T S e e S e i o e sl i S T

The Bi ndi ng Aut horization Data option is valid in the Bi nding Update
and Bi ndi ng Acknow edgenent .
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The Option Length field contains the length of the authenticator in
octets.

The Authenticator field contains a cryptographic value that can be
used to determ ne that the nessage in question cones fromthe right
authority. Rules for calculating this value depends on the used
aut hori zati on procedure.

For the return routability procedure, this option can appear in the
Bi ndi ng Update and Bi ndi ng Acknow edgenents. Rules for calculating
the Authenticator value are the foll ow ng:

Mobility Data
Aut hent i cat or

care-of address | correspondent | MH Data
First (96, HVAC SHA1 (Kbm Mobility Data))

Where | denotes concatenation. "Care-of address" is the care-of
address that will be registered for the nobile node if the Binding
Updat e succeeds, or the hone address of the nobile node if this
option is used in de-registration. Note also that this address night
be different fromthe source address of the Binding Update nessage,
if the Alternative Care-of Address nmobility option is used, or when
the lifetime of the binding is set to zero.

The "correspondent” is the | Pv6 address of the correspondent node.
Note that, if the nessage is sent to a destination that is itself
nmobi l e, the "correspondent” address nay not be the address found in
the Destination Address field of the | Pv6 header; instead, the home
address fromthe type 2 Routing header should be used.

"MH Data" is the content of the Mbility Header, excluding the

Aut henticator field itself. The Authenticator value is calculated as
if the Checksumfield in the Mbility Header was zero. The Checksum
in the transnitted packet is still calculated in the usual nanner
with the cal cul ated Authenticator being a part of the packet
protected by the Checksum Kbmis the bindi ng managenent key, which
is typically created using nonces provided by the correspondent node
(see Section 9.4). Note that while the contents of a potential Hone
Address destination option are not covered in this forrmula, the rules
for the calculation of the Kbmdo take the hone address in account.
This ensures that the MAC will be different for different hone

addr esses.

The first 96 bits fromthe MAC result are used as the Authenticator
field.
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6.3. Hone Address Option

The Hone Address option is carried by the Destination Option

ext ensi on header (Next Header value = 60). It is used in a packet
sent by a nobile node while away from hone, to informthe recipient
of the nobile node’s hone address.

The Honme Address option is encoded in type-length-value (TLV) fornat
as follows:

0 1 2 3
01234567890123456789012345678901
I

| Option Type | Option Length
B i T e e S i i i TR S S e e i Tt RIS S T S R S

+-
| |
+ +
| |
+ Home Address +
| |
+ +
| |
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
Option Type
201 = 0xC9
Option Length
8-bit unsigned integer. Length of the option, in octets,
excluding the Option Type and Option Length fields. This field
MJUST be set to 16.

Honme Address

The hone address of the nobile node sending the packet. This
address MJST be a uni cast routable address.

The alignnment requirenment [6] for the Hone Address option is 8n + 6.
The three highest-order bits of the Option Type field are encoded to
i ndi cate specific processing of the option [6]; for the Hone Address

option, these three bits are set to 110. This indicates the
foll owi ng processing requirenments:
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o0 Any IPv6 node that does not recognize the Option Type nust discard
the packet, and if the packet’s Destination Address was not a
mul ti cast address, return an | CMP Paraneter Problem Code 2,
message to the packet’s Source Address. The Pointer field in the
| CMP nessage SHOULD point at the Option Type field. O herw se,
for multicast addresses, the | CVMP nessage MJUST NOT be sent.

0 The data within the option cannot change en route to the packet’s
final destination.

The Hone Address option MJST be placed as foll ows:
o0 After the routing header, if that header is present
0 Before the Fragnent Header, if that header is present

o0 Before the AH Header or ESP Header, if either one of those headers
is present

For each | Pv6 packet header, the Home Address option MJUST NOT appear
nore than once. However, an encapsul ated packet [7] MAY contain a
separate Home Address option associated with each encapsulating I P
header .

The inclusion of a Hone Address destination option in a packet

af fects the receiving node’'s processing of only this single packet.
No state is created or nodified in the receiving node as a result of
receiving a Home Address option in a packet. |In particular, the
presence of a Home Address option in a received packet MJST NOT alter
the contents of the receiver’s Binding Cache and MUST NOT cause any
changes in the routing of subsequent packets sent by this receiving
node.

6.4. Type 2 Routing Header

Mobil e | Pv6 defines a new routing header variant, the type 2 routing
header, to allow the packet to be routed directly froma
correspondent to the nobile node’s care-of address. The nobile
node’ s care-of address is inserted into the |IPv6 Destination Address
field. Once the packet arrives at the care-of address, the nobile
node retrieves its home address fromthe routing header, and this is
used as the final destination address for the packet.

The new routing header uses a different type than defined for
"regular" 1Pv6 source routing, enabling firewalls to apply different
rules to source routed packets than to Mobile IPv6. This routing
header type (type 2) is restricted to carry only one | Pv6 address.
Al'l 1 Pv6 nodes that process this routing header MJUST verify that the
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address contained within is the node’s own hone address in order to
prevent packets from being forwarded outside the node. The IP
address contained in the routing header, since it is the nobile
node’ s hone address, MJST be a unicast routabl e address.
Furthernore, if the scope of the home address is smaller than the
scope of the care-of address, the nobile node MIST di scard t he packet
(see Section 4.6).

6.4.1. Format

The type 2 routing header has the follow ng format:
B s S S i i i ks a ks st S S S S S S
| Next Header | Hdr Ext Len=2 | Routing Type=2| Segnents Left=1
R R R R e e s o S e R S S S S S S e e e e e
| Reserved
B e i ol i i i e S S S e e e T i T sl st ST O S N I S S S SR
| |
+ +
| |
+ Home Address +
| |
+ +
| |
B s S S i i i ks a ks st S S S S S S
Next Header
8-bit selector. Identifies the type of header inmmediately
followi ng the routing header. Uses the sane values as the |Pv6
Next Header field [6].

Hdr Ext Len

2 (8-bit unsigned integer); length of the routing header in
8-octet units, not including the first 8 octets.

Rout i ng Type
2 (8-bit unsigned integer).
Segnents Left

1 (8-bit unsigned integer).
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Reser ved

32-bit reserved field. The value MJUST be initialized to zero by
the sender, and MJUST be ignored by the receiver.

Honme Address
The hone address of the destination nobile node.

For a type 2 routing header, the Hdr Ext Len MJST be 2. The Segnents
Left val ue describes the nunber of route segnents remaining, i.e.
nunber of explicitly listed internediate nodes still to be visited
before reaching the final destination. Segnents Left MJUST be 1. The
ordering rules for extension headers in an | Pv6 packet are described
in Section 4.1 of RFC 2460 [6]. The type 2 routing header defined
for Mobile IPv6 follows the sane ordering as other routing headers.

I f another routing header is present along with a type 2 routing
header, the type 2 routing header should follow the other routing
header. A packet containing such nested encapsul ati on shoul d be
created as if the inner (type 2) routing header was constructed first
and then treated as an original packet by header construction process
for the other routing header.

In addition, the general procedures defined by IPv6 for routing
headers suggest that a received routing header MAY be autonatically
"reversed" to construct a routing header for use in any response
packets sent by upper-layer protocols, if the received packet is
aut henticated [6]. This MJUST NOT be done automatically for type 2
routi ng headers.

6.5. | CWP Hone Agent Address Di scovery Request Message

The |1 CvP Hone Agent Address Discovery Request nmessage is used by a
mobil e node to initiate the dynam ¢ home agent address di scovery
mechani sm as described in Section 11.4.1. The nobile node sends the
Hone Agent Address Discovery Request nessage to the Mbile | Pv6 Hone-
Agents anycast address [8] for its own hone subnet prefix. (Note
that the currently defined anycast addresses nmay not work with al
prefix lengths other than those defined in RFC 4291 [16] [37].)

0 1 2 3
01234567890123456789012345678901
T T S T i s L i S S S S S S S e T s

| Type | Code | Checksum |
T T e i i S e e R e i s i S R TR R R SR
| I dentifier | Reserved |

B S S T S S S S R T c s S S S S S S S S
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Type
144
Code
0
Checksum
The 1 QWP checksum [ 17] .
Identifier

An identifier to